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ON THE COORDINATE SYSTEM-DEPENDENCE OF THE
ACCURACY OF SYMPLECTIC NUMERICAL METHODS

DONAT M. TAKACS"2" and TAMAS FULOP!2*

Abstract. Symplectic numerical methods have become a widely-used choice
for the accurate simulation of Hamiltonian systems in various fields, including
celestial mechanics, molecular dynamics and robotics. Even though their charac-
teristics are well-understood mathematically, relatively little attention has been
paid in general to the practical aspect of how the choice of coordinates affects
the accuracy of the numerical results, even though the consequences can be com-
putationally significant: e.g., the choice of coordinates can potentially increase
the order of accuracy of the applied numerical method, or change its domain
of numerical stability. The present article aims to fill this gap by giving a sys-
tematic overview of how coordinate transformations can influence the results of
simulations performed using symplectic methods. We give a derivation for the
non-invariance of the modified Hamiltonian of symplectic methods under coor-
dinate transformations, as well as a sufficient condition for the non-preservation
of a first integral corresponding to a cyclic coordinate for the symplectic Euler
method. We also consider an approach for finding order-compensating coordi-
nate transformations that improve the order of accuracy of a numerical method.
Various numerical examples are presented throughout.
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1. INTRODUCTION

Symplectic numerical methods have become a dependable approach for the
simulation of Hamiltonian systems in cases where quantitatively accurate and
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qualitatively correct numerical solutions are needed, including very long inte-
gration times. Notable applications of symplectic methods include precise cal-
culation of the orbits of celestial objects and spacecraft [1, 2, 3, 4], solving opti-
mal control problems in robotics [5, 6, 7, 8], determining geological timescales
for climate models [9, 10], simulation of biological systems [11, 12] and cal-
culating the dynamic aperture of particle accelerators [13, 14, 15, 16], among
others. More recently, symplectic methods and their extensions have also been
applied successfully to certain stochastic Hamiltonian systems [17, 18] and for
the time integration of a range of Hamiltonian partial differential equations
with various spatial discretizations [19, 20, 21, 22]. Behind the success of sym-
plectic methods lies the mathematical fact that, unlike most other numerical
methods, they have a corresponding Hamiltonian system which they integrate
exactly in the deterministic [23, 24] and in the stochastic case as well [18], en-
suring the qualitative correctness of the numerical results from the viewpoint
of Hamiltonian mechanics. This so-called modified or distorted' Hamilton-
ian is close to the Hamiltonian of the original system to the order of O(h"),
where r is the order of convergence of the method. In the past decades, sig-
nificant mathematical effort has been put into the deep understanding of the
underlying distorted Hamiltonians of symplectic methods and their subsequent
extensions [13, 26, 24, 27, 28, 29, 30, 19].

At the same time, processing for symplectic methods has been developed,
which uses canonical transformations close to the identity to perform the nu-
merical time stepping in phase space coordinates that enables a higher order
of accuracy [31, 32, 33, 34, 35]. Despite the success of these methods, to the
best of our knowledge, there has been sparse work investigating how the choice
of coordinates affects the performance of symplectic methods.

The appropriate choice of coordinates in the formulation of Hamiltonian
systems has a long history, since a proper choice can enable the solution of
problems not solvable in the original formulation, as first shown by Jacobi
[36] (see also [37], [38, Sec. 47], and [39, Ch. 10]). The question of what
coordinates to use in the formulation of Hamiltonian equations is primarily
viewed as one of convenience: after all, the Hamiltonian describing the system
is invariant under canonical transformations by definition. This invariance is
especially clear for the choice of generalised coordinates? (which induce a point
transformation of the phase space), which can be an ad hoc or intuitive choice
made early during the formulation of the problem. However, the improved

Following the reasoning given in [25], in this article we use the term distorted instead
of the more commonly used modified, when referring to expressions obtained by backward
error analysis of a numerical method.

2In the remaining part of this article, for the sake of conciseness and unambiguity, we will
refer to canonical transformations induced by a point transformation of the generalised coor-
dinates as coordinate transformations, and refer to the general transformations of phase space
coordinates as canonical transformations. The term variable transformations is reserved for
ODEs that are not necessarily Hamiltonian.
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performance of processing methods shows that symplectic numerical methods
are not indifferent to the coordinates used in the formulation of the original
problem.

The main goal of this paper is to give a systematic treatment of how the
choice of (generalised) coordinates and the induced coordinate transformations
affect the accuracy of symplectic methods, and introduce novel results that
help in distinguishing between coordinate transformations that have an effect
on the accuracy of results and those that do not. In Section 2, we introduce
the necessary formalism and show how variable transformations in general can
affect the numerical solutions of ODEs. In Section 3, we give a brief review
of processing methods for symplectic methods. Then in the remaining part of
the article, we investigate two main aspects of symplectic methods under coor-
dinate transformations: the non-invariance of the distorted Hamiltonian and
the preservation of first integrals. To the best of our knowledge, the present
treatment of these questions is a novel approach not encountered in the rel-
evant literature. For the distorted Hamiltonians of symplectic methods, we
show in Section 4 that they are not invariant to coordinate transformations in
general, and demonstrate this result numerically, as well as pointing out pos-
sible approaches for exploiting this fact to achieve better accuracy. Regarding
first integrals, in Section 5, we derive and demonstrate a sufficient condition
for the non-preservation of a first integral corresponding to a cyclic coordinate
for the symplectic Euler method.

2. VARIABLE TRANSFORMATIONS IN NUMERICAL METHODS FOR ODES

2.1. On variable transformations in general. Let us consider an n-dimen-
sional, autonomous ordinary differential equation with an initial value, written
as

(1) y=1£(); y(0)=yo,

having y : R — R”™ as the solution with initial value yg, and a smooth (in-
finitely differentiable) generating vector field f : R” — R"™, where the overdot
denotes differentiation with respect to time. Consider a (one-to-one, contin-
uously differentiable at least twice) variable transformation ¥ : R® — R"™,
which transforms y to

(2) y=¥(y)
Inserting (2) into (1) and rearranging yields the transformed problem
. -1 _
(3  y=(DU ) foul(y)=FF); ¥(0)=U(yo)=: To,
where D denotes the derivative.

A one-step numerical method @, ¢ : R” — R" with time step A > 0 gener-
ates the approximate solution to (1) as

(4) vt = ne(y)
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where the approximate solution is denoted as y’ at time instant ¢/ := jh. Ac-
cordingly, a numerical method is invariant with respect to the variable trans-
formation if and only if

(5) <%jzmo¢wom4

is satisfied, 7.e., the diagram in Fig. 1a commutes.

A — > yItl A — AR
i
|
T (| g-t T w-t T (| g-1 X
|
|
o ) ®, & ‘
A — y gt RN v A

Fig. 1. Diagrams illustrating the (a) invariance and (b) non-invariance of a numerical
method ®;, with respect to the variable transformation ¥, based on criterion (5). If
®,;, is not invariant with respect to ¥, the numerical results y’+! and y7+! can not
be transformed into each other via W.

Usually, (5) is known to hold for certain classes of ¥ for most methods, such
as for linear transformations in the case of Runge-Kutta methods [40], and is
sometimes exploited during the analysis of numerical methods [41].

However, in the remaining part of this article, we are considering transfor-
mations for which (5) does not hold (Fig. 1b), in such a way that it changes
the accuracy of ®, 7 in a certain sense. One of the main ways to achieve this
is to find a W such that it increases the order of convergence of the numeri-
cal integration: this is referred to here in general as order compensation [25].
Transformations that achieve order compensation can be classified according
to whether they depend on h or not: in the following subsection, we consider
the latter, and will show examples of the former in Section 3.

2.2. Order compensation using variable transformation. Using back-
ward error analysis [42, 43, 44, 45, 30], it can be shown that for a discrete-
time one-step method @, ¢, a corresponding continuous-time system can be
constructed for which ®;, ¢ is an exact integrator. This system is described by
the so-called modified or distorted equation

(6) y=13); 30)=yo
where, by definition, the distorted solution fulfils the condition
(7) y(#) =y,

and the distorted vector field (hereafter: DVF) f has the form of an (actually
asymptotic) power series

(8) f=f+nfi+n2f+...
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for a consistent method ®j, ¢ giving the exact solution in the A — 0 limit. The
terms f; depend both on the original vector field and on the numerical method
used.

Consequently, if we use a suitable variable transformation ¥ (with regards
to which the numerical solution is not invariant), one or more terms in the DVF

? of the transformed system f could be cancelled. Using such an approach,
the order of accuracy of the original method can be improved. For example,

an order compensation of second order would require f; = 0, yielding second-
order accuracy.

Furthermore, since the transformation only has to be used for the initial
condition and (in the inverse direction) at time steps where the actual result is
needed, the numerical calculation as a whole incurs negligible additional cost.
However, determining the suitable transformation itself is often not trivial, as
we will show in the following example.

2.3. Two examples: explicit Euler method, first-order system. Let us
use the explicit Euler method

(9) yj+1=yj+hf(yj)7
—_——
P e(y7)

for obtaining an approximate numerical solution of (1) for n = 1.
Then, according to backward error analysis [45, 25|, we have the DVF

(10) F@) = 1G) = hs' @)1 @) + 0(r).

Similarly, calculating the DVF of the explicit Euler method applied to the
transformed system (3), and transforming back to the original variables yields

(1) (V@) Fow@) = £G) - 3h (£ @ @) + 5L @) + 0(h?).
Immediately, we can see that the distorted equations corresponding to the
transformed and the original systems are equivalent if ¥ = 0, i.e., if ¥ is lin-
ear. (Here, this is only apparent for the first order of h, but can be generalised
to higher-order terms as well.) This means that in this case, the necessary
condition for the invariance (5) is the linearity of ¥. Otherwise, the discrep-
ancy between the two DVFs opens up a possibility for order compensation.
According to (11), the condition for second-order compensation takes the form
of an ordinary differential equation for W:

(12) FW) ) + 5 £ y) =0,
which has the solution
Y
(13) W) = [ L+
Yo

with integration constants C; and (5, and where the initial value yy has also
been used.
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2.3.1. Exzample 1: explicit Euler method, first-order system. For certain vector
fields, such as the ODE

(14) y=—ay

with a positive constant o and initial condition yo > 0, expression (13) can be
evaluated to get a closed-form expression. In this case we obtain

(15) U(y) = élny

as a suitable compensating variable transformation (with the selection C7 =
—1 and Cy = In(yo)/«). Applying this variable transformation to (14) gives
the transformed ODE

(16) j=—a

which, integrated numerically by the explicit Euler method, actually gives not
only a first-order accurate, but an exact solution to the original ODE. Fig. 2
compares the performance of the EE method solving (14) in the original and
the optimal coordinate system.
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Fig. 2. Accuracy of the explicit Euler method for solving (14) in the original and in
the optimal coordinates, with yo = 1, @ = 1 and h = 0.3. Both numerical results and
the exact result are shown in both coordinates.

2.3.2. Example 2: explicit Euler method, nonlinear system. As a more complex
example, consider the nonlinear Gompertz equation used in biology for describ-
ing the growth of plants, animals, bacteria and cancer cells [46, 47, 48, 49],
expressed as

(17) y=y(a—bln(y)),
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with non-zero growth parameters a and b and initial condition yg > 0. Using
again the explicit Euler method to solve it, evaluating (13) yields

(18) U(y) = 4 (n(1- Lin(yo)) —In(1 - Lin(y)))

as an optimal transformation (with C13 =1 and Cy = 0), which can be shown
to be invertible for the range of the solution. Consequently, the transformed
ODE becomes the trivial 4 = 1, which, again, can be integrated exactly using
the explicit Euler method, giving an exact numerical solution through the use
of the optimal coordinate system. Fig. 3 shows a comparison with a solution
obtained in the original coordinate system that exhibits significant errors at
the same timestep.
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Fig. 3. Accuracy of the explicit Euler method for solving (17) in the original and in
the optimal coordinates, with yo = 3, a = 2, b = 0.5, and h = 0.9. Both numerical
results and the exact result are shown in both coordinates.

At this point, it must be noted that analytically solving the original dif-
ferential equation (14) entails the calculation of a virtually identical integral
to that of (13), thus, in a practical sense, we have not gained a lot from the
transformation in this general form. However, this does not mean that the
general approach can not be viable for specific cases.

2.4. Viability of order compensation. So far, we have indicated that there
is potentially a lot to be gained from a well-chosen variable transformation
aimed at order compensation, and that such a transformation can be sys-
tematically identified using backward error analysis. However, we have also
shown that determining this transformation even in a one-dimensional case
has a difficulty comparable to the original problem itself.

For a higher-dimensional case of (1), by similarly transforming back, via
(3), the n-dimensional form of (10) (see, e.g., Eq. (13) in [25]) applied to the
transformed system and rearranging, it can be shown that the condition (12)
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becomes
(19) Dff + (DU~') D2¥(f,f) = 0,

which is essentially a partial differential equation for ¥. This makes the task
of finding a coordinate-system even more complicated, a task that might have,
in general, a difficulty higher than that of the original problem.

Nevertheless, as we will see in the following section, this difficulty can be
relaxed by using a combination of two approaches: we consider only a subset
of possible problems (such as Hamiltonian systems and symplectic methods),
and we use h-dependent transformations close to the identity that only cancel
terms up to a certain order. The so-called processing method for symplectic
methods is one such concept.

3. PROCESSING FOR SYMPLECTIC METHODS

3.1. Short overview of symplectic methods. Symplectic numerical meth-
ods [50, 13, 26, 24, 27, 51| are a special class of numerical methods suitable
for integrating Hamiltonian systems, where the preservation of the symplectic
structure characteristic of the original system is important in most applica-
tions. A numerical method that is symplectic preserves various key proper-
ties of Hamiltonian systems: the geometry of the phase space, closed orbits,
while guaranteeing a near-preservation of the total energy of the system. On
the other hand, non-symplectic methods usually exhibit numerical dissipation
(e.g., the fourth-order Runge-Kutta method) or anti-dissipation (e.g., the ex-
plicit Euler method) [24, 25], which make them unsuitable for long-term cal-
culations.
Equations describing autonomous Hamiltonian systems are of the form

20) 5)- (% o) (rian)
——

Z J DH(z)

where H(q,p) : R" X R® — R is the Hamiltonian as a smooth function
of the generalised coordinates and momenta q € R" and p € R", with H,
and H), being shorthands for partial derivatives of H. In the following, we
only consider Hamiltonians independent of ¢, corresponding to autonomous

systems.
A numerical method @, ¢ is symplectic if and only if [24]
21 —ht Rl
@) (Ft) 7 () =7
holds.

As symplectic methods usually require a fixed time step size, they yield
themselves readily to compensations or corrections that are otherwise not us-
able for variable-step methods. Processing methods have this requirement of
fixed step size: correspondingly, even though the original idea dates back to
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Butcher [52], they gained renewed popularity as geometric (and as a special
case, symplectic) integrators became more widely used.

3.2. Processing methods. Processing methods are a special case of splitting
methods [34], being of the form

(22) D = @} 0 Ppp o Ppa,

where the three stages correspond to the preprocessor, kernel and processor,
respectively [43]. (The pre- and postprocessors are sometimes also called cor-
rectors, making the methods ®, ¢ and ®;, p conjugate to each other [34].) Here,
the mappings ®, 4 and @) p corresponding to these stages are continuously
differentiable R™ — R™ maps parametrised by h; additionally, ®; 4, which is
the variable transformation, is also one-to-one. Their actual form is to be cho-
sen appropriately to achieve improved numerical results, as will be illustrated
in the next subsection.
Naturally, such methods have the property that

(23) he=P Lo po®pa (n=1,2,...),

meaning that only the kernel needs to be evaluated repeatedly. Meanwhile,
the preprocessor only needs to be evaluated once for the initial condition, and
the postprocessor only at those instants where the actual output is needed.
What’s more, there are certain situations where even the repeated application
of the kernel is sufficient [31, 35] without the pre- or postprocessors, as the
calculated quantity of interest is invariant with respect to processing. Due to
the above, it is customary to assume that the costs of evaluating the pre- and
postprocessor stages can be neglected compared to the cost of the repeated
application of the kernel [43, 34].

To connect these ideas to the concept of order compensation, it is also useful
to introduce the relevant concept of effective order [52] here: a method ®y, is
said to be of (a higher) effective order k, if there exists a corrector x such that
X Lo®oy is of order k, while the method @}, is originally of order m < k. In
exponential form, this definition can be expressed as

(24)  Exp(hf + O(W**!)) = Exp(~hA) Exp(hf + O (k™)) Exp(hA),

where Exp is the exponential map of a vector field (see, e.g., [53, Ch. 20]).

A fairly known example of an integrator having higher effective order is
the Takahashi-Imada integrator [31] used in molecular dynamics simulations.
Additionally, some splitting methods also have an effective order higher than
their original order, explaining some of their serendipitous properties [34]. As
a closely related fact, it should be noted here that a processing method (22)
is symplectic if both A and B are symplectic, since their composition will also
be symplectic.

Based on the above definitions, a numerical method with order compensa-
tion that uses processing is a method of the form (22) that yields a method
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of higher effective order, while the processing stages are also known and are
feasible to compute. There exist such approaches for symplectic methods
[32, 43, 54, 33], and an important characteristic of all these approaches is that
the corrector is of the form y = Id + O(h). This is significantly restricted
compared to a general variable transformation ¥ (as outlined in Section 2),
yet useful results can be achieved.

3.3. Example: Rowlands time stepping. As an illustration of the ideas
explored above, in this section we show the construction and performance of
a processing method, the Rowlands time stepping (first discovered by [32],
then rediscovered by [54], and subsequently improved by [33]), compared to
the Stormer—Verlet method.

The Rowlands method is applicable to separable Hamiltonians of the form

(25) H(q,p)=3p"M 'p+ U(q),
|
T(p)

where strictly positive definite and symmetric M is the (constant) mass matrix
of the system, and the smooth U is its potential function. For Hamiltonians
of the form (25), the (second-order, symplectic) Stormer—Verlet method can
be written as

(26) p 112 = i — 4, (o)
(27) ot =g’ + hMip/ /2
(28) pj+1 _ pj+1/2 . %Uq (qj+1)7

where U, is shorthand for partial derivatives of U. Or, in exponential form, it
can also be written as

(29) Exp(4U) Exp(hT) Exp(5U).
The Rowlands method introduces an effective potential U , defined as
A~ 2 _
(30) U=U-%LuM U,
using which the Rowlands time-stepping is defined (analogously to (29)) as
(31) Exp(40) Bxp(hT) Exp(50).

The main advantage of this approach is that it increases the effective order of
the Rowlands method to four, from the second-order accuracy of the Stérmer—
Verlet method. In other words, (31) can be viewed as a kernel of a fourth-
order processing method. The pre- and postprocessing transformations were
originally given by Rowlands as

(32) d=q+ LM Uq),
(33) P=p-— %qu(Q)Mflp,
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but later it has been shown [43, 33] that these transformations can be ap-
proximated by the following expressions that are cheaper to evaluate. For the
preprocessing step, this is

P -
(34) g =q + %M 1 (Uql/2 + Uq 1/2) :
(35) b =v -1 (0,2 -U,"),

with U;El/Q =U, (qj + %M_lpJ), and for the postprocessing

(36) o =&+ (@ -2+ ),
(37) pj — I—)j _ % (f)jJrl _ 21—).1 + pj*l) )

As an example, we demonstrate the convergence of the Stérmer—Verlet and
Rowlands methods with the dynamics of the planar elastic pendulum, a non-
linear system with two degrees of freedom also used in modelling various en-
gineering problems (e.g., in mitigating the vibrations of power lines [55, 56]
or in modelling the motion of ships [57, 58]). The details of the mechanical
model are given in Appendix A.

10-3 4 @ Stormer—Verlet ° o 10724 @  Stérmer Verlet ° [ ]
A Rowlands [} A A Rowlands o A
10-5 o 5 107 2
5 [ 2 A o ) 2 A
g eo_— e —
E ], ® T 4 10 e : A
3 o A 8 L4 A
IS RN
2 1079 A g 10 A
8 4
E > 10—1() n A 4
1011 4 A N
1 1
'3 A 10712 1 A
107 A
A A
10~2 107! 10~2 107!
At At

Fig. 4. Demonstration of the fourth-order convergence of the Rowlands method
versus the second-order convergence of the Stérmer—Verlet method through the
example of the planar elastic pendulum in Cartesian coordinates (parameters:
=1, m=1, k=1, g=0.2, t.x=4).

Fig. 4 shows that the Rowlands method outperforms the Stérmer—Verlet
method both in terms of accuracy in the total energy and the ¢? error of
the phase space coordinates, as it achieves a fourth-order convergence, com-
pared to the latter method which is second-order. At the same time, the
Rowlands method fundamentally uses the same time-stepping as the Stormer—
Verlet method, its overhead only being the one-time calculation of the effective
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potential U , the one-time calculation of the preprocessing step, and the post-
processing at the where the results are to be evaluated.

4. EFFECT OF CHANGE OF GENERALISED COORDINATES ON THE DISTORTED
HAMILTONIAN

In the previous section, we gave an overview of existing processing ap-
proaches for symplectic methods. These used processors that were h-flows of
a Hamiltonian system close to the identity: in the following, we explore the
more general class of transformations that are not close to the identity, and
thus are not necessarily h-flows.

One of the key properties of Hamiltonian systems is that the Hamilton-
ian H is invariant to canonical transformations [39]. For a time-independent
canonical transformation

) (2) = (Ban)

the Hamiltonian in the transformed coordinates is

(39) H(4,p) = H(Q(a,p), P(a,p)).

At the same time, for symplectic methods, an important result from back-
ward error analysis which enables the understanding of their properties is that
symplectic methods are exact integrators of an underlying distorted system,
which, additionally, is also described by a distorted Hamiltonian [23], denoted
in the following as H. However, a crucial question not raised in the litera-
ture is whether a symplectic numerical method applied to the same system in
two different coordinates yields equivalent distorted Hamiltonians. In other
words: is the distorted Hamiltonian, resulting from discretization, invariant
with respect to canonical transformations of the simulated system, i.e., is H
the same as H? As we will show in the following, the answer turns out to be
false.

The non-invariance of the distorted Hamiltonian is especially surprising if
we only consider the subset of canonical transformations that are induced by
simple coordinate transformations of the generalised coordinates (i.e., point
transformations). The invertible, smooth coordinate transformation Q trans-
forms the coordinates as @ = Q(q). Often, the choice of generalised coordi-
nates is treated only as a matter of convenience in formulating the equations
of a model, and the effects of this choice on the accuracy of the solution are
not considered.

However, two symplectic numerical simulations of the same system simply
written in different generalised coordinates will have different distorted Hamil-
tonians, and will thus yield different numerical results. This is the case that
we will present in more detail in this section.

Switching to indicial notation, we use indices i, k, [, m regarding the original
coordinates and «, 5 regarding the transformed coordinates. (Both sets of
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indices take values between 1,...,d, for a system with d degrees of freedom.)
A transformation of the generalised coordinates

(40) 7* = Q%q); with inverse ¢ = (Q_l)i (@),

induces a corresponding canonical transformation on the phase space [39] that
transforms the generalised momenta as

—1\% «
(41) pa=pi (%)ocz(q); with inverse p; = pa (%%)o@‘l(@-

It is known that the distorted Hamiltonian H corresponding to a symplectic
numerical method differs from the original Hamiltonian by an h-dependent lin-
ear combination of elementary Hamiltonians [59]. For example, the symplectic
Euler method?

(42) p/*! = p/ — hH,(af, p't),
(43) o' = o+ hil, (o, p7),
has the distorted Hamiltonian

(44) H = H - % H,H,+ O(h?),

where the expression H,,H, is the only first-order elementary Hamiltonian. Eq.
(44) also shows that the symplectic Euler method is consistent and first-order
accurate.

Naturally, for the transformed system, the distorted Hamiltonian corre-
sponding to the method (42)—(43) becomes

] [] hr1_13 2
(45) H = H - 5 HyHg + O(h?).
Now, we will show that the first-order elementary Hamiltonian H,H, is
not invariant to a canonical transformation induced by an arbitrary point
transformation. Then, we show how the distorted, transformed Hamiltonian

differs from the distorted Hamiltonian in the case of the symplectic Euler
method (42)—(43).

3There exists an adjoint of the symplectic Euler method (42)—(43) presented here, which,
somewhat confusingly, is often also called the symplectic Euler method [26, 24]. The ar-
guments presented in this article for the variant (42)—(43) transfer naturally to the adjoint
variant.
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For the transformed system, the two derivatives are
= \@ OH OH api OH qu
()" = 55 = Gpiope * 5 o
Pa Pi OPa q" OPq
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P = O o
_ OH 9Q~ <8H 92Q% oY)  oH a(Ql)m>

" opi 0 \opiPodkaq o aqm og
_OHOH _ 8*Q° N OH 0H

~ Opi o P 0d* g T Opi og'

or, in the original coordinates,

(48)

COHOH 9(Q7Y) 9°Q°  oHoH
" opiop” 0 0dFoq  Opi 0

=IZHpHq,Q

(49)

This shows that the elementary Hamiltonian H,H, written in the original
coordinates is equivalent to its counterpart ﬁﬁf[q written in the transformed
coordinate system, if the coordinate transformation Q is affine. However, for
a more general change of coordinates, the two expressions are not necessarily
equivalent. (Note that the application of a non-affine Q might still, in special

cases?, result in En,H,Q ="0.)

4As an example, for the (non-affine) coordinate transformation from polar to Carte-
aQ™ Q"
0q®  9q*0q*

1 2 o
H(r,pr,po) = 5 (pf + 2%), the invariance property Hz Hg = H,H, turns out to hold.

sian coordinates, # 0. Yet, for the artificially constructed Hamiltonian
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As the distorted Hamiltonian (44) of the symplectic Euler method contains
this elementary Hamiltonian, we have shown that it is not invariant in general

to changes of the coordinate system, i.e., H # H. Fig. 5 also illustrates the
non-invariance of the distorted Hamiltonian.

discretization
[ -diseretd zation,

Q|Qt

i ----X---- T

Fig. 5. Relationship between the original Hamiltonian H, its transformed counter-

part H, as well as their respective distorted versions H and H resulting from the
application of a symplectic numerical method.

Actually, all elementary Hamiltonians are constructed from derivatives of
H of a certain order with respect to q or p (see [59, 60, 24] for details, and esp.
Section 5 of [60] for the first few elementary Hamiltonians). This means that
the above reasoning extends naturally to higher-order elementary Hamiltoni-
ans, as (46)—(47) show that while H), is invariant to the point transformation-
induced canonical transformation, H, is not, and consequently, neither will its
higher-order derivatives. As a result, the non-invariance discussed should be
characteristic of other symplectic methods as well. However, a deeper investi-
gation of higher-order methods is beyond the scope of the present article, as a
rich structure emerges even for first-order methods, which we will explore in
more detail.

It is worth emphasizing here that since we have proven the general non-
invariance of the distorted Hamiltonian for a subset of all possible canonical
transformations, it follows immediately that a distorted Hamiltonian in general
is not invariant with respect to all canonical transformations.

4.1. Numerical demonstration of non-invariance. To demonstrate the
above results numerically, we return to the model of the planar elastic pendu-
lum introduced in Section 3.3 (and detailed in Appendix A). In the present
example, we consider the numerical solution of the motion of the elastic pen-
dulum formulated in a Cartesian and a polar coordinate system.

A natural question in light of the above would be to ask whether, for a given
system and two coordinate systems, can one coordinate system be chosen
over the other where the numerical results are “better” in a certain sense.
We will see here and in Section 5 that the answer to this question depends
fundamentally on the sense in which one method is considered “better”. In this
example, we consider the ¢2 error in total energy calculated from the numerical
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results over time, for J time steps, defined as

N o A 2
(50) e =|H@.p) - H@.p)| = | Y (H@.p) - Hap))
j=0
as the measure of performance, as this is a natural benchmark of symplectic
numerical methods.

We denote the ¢2 error in total energy over time of the two numerical so-
lutions in the two coordinate systems by (,,) and (), respectively. As
the total energy of the exact solution stays constant, this also measures the
deviation of the corresponding distorted Hamiltonians from the original Hamil-
tonian. We have shown this deviation (i.e., |H — H||) should be expected to
differ between coordinate systems if the transformation between them is not
affine, which is indeed the case for the Cartesian and polar coordinate sys-
tems. One characteristic of this measure of performance is that it depends on
the motion of the simulated systems, which in turn will depend on the initial
condition as well.

x10~°

E(rp) — E(ay)

—0.5

—1.0 4

—-1.5

Fig. 6. Comparison of error in total energy between simulations of the elastic pendu-
lum performed in polar and Cartesian coordinates using the symplectic Euler method,
with H-isolines (gray) and the boundary of stability for the polar version overlaid (pa-
rameters: [=1, m=1, k=1, g=0.02, t,,,x=50000, At=0.2).

For this reason, for all simulations, we use the initial conditions p,(0) =
py(0) = 0 for the generalized momenta, while the initial position is varied in
the intervals z(0) € [—1.5,1.5], y(0) € [—1.5,1.5]. Fig. 6 shows the difference
on the errors £, ,) and £, for long-term simulations as a function of the
initial conditions. It is clear that though the energy-wise performance of the
two methods differ, there is no clear winner: for some initial conditions (shown
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in blue), more accurate results are achieved in the Cartesian coordinates, and
for others (shown in red) the polar coordinates are superior. This is true even
if we only consider initial conditions corresponding to the same total energy
(H-isolines plotted as gray curves). We must conclude that, from a total
energy perspective, the best coordinate system, in general, can only be chosen
when the initial condition is taken into account.

Additionally, it must also be noted that in this model, the simulations per-
formed in a polar coordinate system diverge for initial conditions p,(0) =
py(0) =0, r(0) > 2] + 2—’29 cos (¢(0)), as the trajectory will pass through the
singularity of the coordinate system at r = 0. (The boundary of the region of
unstable initial conditions is marked by a white dashed line in Fig. 6.) This
highlights the fact that not only can the choice of the coordinate system have
an effect on the accuracy of the numerical solution, but it can also influence
its stability. However, a deeper analysis of the relationship between stability
and the choice of coordinate system is beyond the scope of this article and is
left for future work.

4.2. Order compensation using coordinate transformation. Having de-
monstrated the non-invariance of the distorted Hamiltonian, we briefly inves-
tigate potential ways of exploiting it with the aim of increasing the order of
accuracy of the numerical solution. ~

First, let us return to (45). If we know that H can be different from H,
we can see that one choice for a coordinate system that improves the conver-
gence order of the method (42)—(43) and other symplectic methods would be
a transformation that guarantees Hg = 0. Component-wise, this is exactly
the definition of cyclic coordinates [39] in Hamiltonian mechanics: thus, us-
ing the symplectic Euler method (or its adjoint variant) for a Hamiltonian
problem rewritten in fully cyclic coordinates (action-angle variables) increases
the order of accuracy. In fact, a slightly closer look reveals that using cyclic
coordinates, the symplectic Euler method or any other numerical method is
trivially an exact integrator of a system. Note that this line of thought has
close parallels to that given in Section 2.

However, it is well-known that most systems can not be transformed into
a completely integrable form. Nevertheless, this is not the only option. For
the symplectic Euler method, (49) gives an opportunity to determine a coor-
dinate transformation Q that ensures that ﬁ,;IrLj = 0 along the motion. Our
experience is that the existence of such a coordinate transformation is not
guaranteed, but the validity of the approach can be demonstrated through the
example given in Appendix B.

5. PRESERVATION OF FIRST INTEGRALS AND CHANGE OF GENERALISED
COORDINATES

So far, we have considered the effect of coordinate transformations on the
distorted Hamiltonian and on the overall order of the method. However, other
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aspects of symplectic methods should also be considered that are connected
to characteristic properties of Hamiltonian systems. One central aspect of
numerical models used for simulating dynamical systems is the preservation of
first integrals of the system that would be preserved along the motion. For a
closed, autonomous system, the Hamiltonian itself is a first integral, but other
symmetries of a system can give rise to additional first integrals (at most n—1
of them), e.g., the rotational symmetry of a system ensures the preservation of
total angular momentum in a closed, autonomous system. The preservation of
such a first integral in the numerical solution is not guaranteed: this depends
on the numerical method used, as well as the coordinate system the solution
is calculated in.

It is a well-known result in numerical analysis that among Runge-Kutta
methods, symplectic ones preserve quadratic first integrals of the form

(51) y' Cy,

where C is a symmetric matrix, and vice versa: all Runge-Kutta methods that
preserve such quadratic first integrals are symplectic [61, 62]. An extension
of this theorem exists for the more general class of B-series methods [63, 64],
as well as regarding P-series methods, which describe partitioned numerical
methods [24]. The symplectic Euler method used as an example throughout
this article is a P-series method, thus it preserves quadratic first-integrals.

The above traditional formulation, however, sidesteps the important fact
that no first integral is inherently quadratic: this depends on the variables
(and the coordinate system) the model is formulated in, as the same first in-
tegral can be quadratic in one coordinate system and non-quadratic in others.
Furthermore, a Hamiltonian system written using a cyclic coordinate will pre-
serve the corresponding first integral trivially when solved using any numerical
method, as it will be the generalized momentum corresponding to the afore-
mentioned cyclic coordinate. At the same time, expressing the same system
in a form without the cyclic coordinate results in equations where the first
integral in question may not be preserved during numerical simulation.

Clearly, somewhere during the transformation of a Hamiltonian system from
one set of variables to another, a numerical method can lose its ability to pre-
serve one or more first integrals. Our aim in this section is to investigate this
with respect to canonical transformations induced by coordinate transforma-
tions for the symplectic Euler method.

5.1. Preservation of first integrals in the symplectic Euler method.
Consider an autonomous system with a Hamiltonian H, expressed using gen-
eralised coordinates ¢* and generalised momenta p;. In this section, besides
requiring H being smooth, we also assume that the generalized momentum
p1 is a first integral that is preserved along the motion: this can be expressed
using Poisson brackets as

(52) {H,p1} =0,
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which, when computed explicitly, gives
OH
aq"
showing that the corresponding generalized coordinate ¢! is indeed cyclic.
Now, the question we ask is the following: under which coordinate transfor-
mations (of the form Q%(q)) is p1 preserved by a symplectic method at least

up to order 77 This condition can again be expressed using Poisson brackets,
as

(54) {H,p1} =0+ O®").

Here, we only treat the case of the symplectic Euler method, with r = 2, as
the method (42)—(43) is originally first-order. Substituting the corresponding
distorted transformed Hamiltonian (45) gives

(53) =0,

(55) {f - L0y +0(?),p1 } =0+ 0(h?),
which, after using the bilinearity of the Poisson brackets and (52), reduces to
(56) {Hﬁﬁq,pl} =0.

Using the main result of the previous section, we can substitute the elementary
Hamiltonian into the LHS as (49), yielding

-1\! 928
(57) {g}figipla(;?qﬁ) 8ikgqi,pl}+{g§g?,pl}zo.
Calculating the Poisson brackets explicitly gives
o (oHoH o(Q1) 0%Q° \ op
%meﬂawamﬁ@m
0 (MMH 0(Q Y 7? ) om

“aqm \op; op”' 08 9d*oq ) Opm
0 OH 0H\ 0Op 0 OH OH\ 0Op
pm (81% 3qi> g™ g™ (8171' 6qi> Opm
simplifying which yields

(58)

)

(59) 0 (oHoH (@Y Q7
9" \ Opi op”' 057 doq ) ~
This, using the notation introduced in Section 4, can be also written as
9ZH,H,Q
60 —== = 0.
(60) o

Equation (60) gives a necessary and sufficient condition for the preservation
of the first integral p; in the transformed system up to second order. This
means that (60) is a necessary condition for the exact preservation of pi:
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. ., 02 . . . .
equivalently, if % # 0, then the first integral in question will not be

preserved in the transformed system.
To demonstrate the application of this condition, we provide the following
example.

5.2. Example: free point mass in Cartesian and polar coordinates.
We consider the Hamiltonian system describing the motion of a single point
mass in a plane, without the influence of any forces. Even in this elemen-
tary system, the transformation between the Cartesian and polar coordinates
have a surprising effect on the preservation of first integrals when using the
symplectic Euler method.

In Cartesian coordinates q = (z,y), with corresponding generalized mo-
menta p = (pz, py), the Hamiltonian can be written as

(61) H(a,p) = 2% (P2 +1}).

where m is the mass of the particle. Clearly, both z and y are cyclic coordinates
here: 0H/0x = 0H/0y = 0, meaning that both p, and p, are preserved. As
these are in fact the components of the momentum vector, this corresponds
to the preservation of linear momentum.

In polar coordinates ¢ = (r, 8), however, the Hamiltonian of the same system
can be shown to take the form of

_ 2
(62) H(@,p) = 5~ (p% - p) :

with p = (p,,pp). Here, only 6 is cyclic; and the preservation of py is the
preservation of the angular momentum.

Now, let us consider the coordinate transformations between these two co-
ordinate systems written as

63 (p)=a=Q@= ( m) o () =a=a@= (1)

atan2(x,y) ] 7 sin 0

where atan2 denotes the four-quadrant inverse tangent function.

5.2.1. Preservation of linear momentum for a simulation in polar coordinates.
To get information about the preservation of the linear momentum components
in a polar simulation, (60) can be computed directly, with x or y as ¢;. For x,
the calculation yields

0Zn,H,.Q :(pyx—pzy)pi(yS—Sny)

Ox (@2+y?)°

(Pyr—pay) (Pepyr(x2—Ty?)+2p2y(z—y) (z+y)
(64) 4 yrpey (pepy (($2+;12))3 p2y(z—y)(e+y))




21 On the coordinate system-dependence of the accuracy of symplectic methods 335

and, for y,
8EHPH117Q _ (PyI—sz)(2p§x(y2—x2))
ay - (22+92)°
(65) _ (pyz—pay) (Pepyy(y>—T2?)+piz (22 —3y?))
(I2+y2)3 )

which are clearly not identically zero; thus we have shown that the linear
momentum vector is not preserved in this case.

To verify this statement, we can express e.g. p, in polar phase space coor-
dinates as

(66) pe = —L2sinf + p, cos,

and it is straightforward to show that after a time step, pit! = pI + O(h?).
(For py, we get a similar result.) Thus, it is clear that the condition (60) indeed
predicted the non-preservation of the components of the linear momentum.

Even though the linear momentum vector is not preserved by the symplec-
tic Euler method in polar coordinates, the angular momentum is preserved
trivially. However, in the reverse direction, the situation is different.

5.2.2. Preservation of angular momentum for a simulation in Cartesian coor-
dinates. If the same system is simulated using the symplectic Euler method
in Cartesian coordinates, the linear momentum vector is trivially preserved,
and the question is the preservation of the angular momentum. Once again,
(60) can be used (with the role of the original and transformed coordinates
reversed, and taking 6 as q;), yielding
0= i1y1,.Q

indicating that the angular momentum is preserved numerically at least up to
the second order. In fact, this result is almost completely independent of the
Hamiltonian: it can be shown that

) (aQ” Q)

68 .
(68) 00 \ ¢t 0q~0q°
meaning that (67) is fulfilled trivially for any Hamiltonian for which 6 is a
cyclic coordinate.

Moreover, the angular momentum in Cartesian phase space coordinates can
be expressed as

)ZOJ a76)7:172

(69) Po = TPy — YPa,
which is a quadratic function of the phase space coordinates: thus, it is exactly
preserved by the symplectic Euler method due to the aforementioned theorem
on symplectic P-series.

In conclusion, we have indicated that even in a basic case such as this
example, the choice of the coordinate system can greatly influence the preser-
vation of first integrals of the system — and the newly derived condition (60)
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gives a sufficient condition to prove the non-preservation or the at least O(h?)
preservation of a first integral.

6. CONCLUSIONS

We have given an overview of the effect of variable transformations on ODEs
with a smooth generating vector field and numerical methods used for solv-
ing them in general. We have shown through examples that exploiting the
discrepancy between numerical solutions of the same problem in different co-
ordinate systems is possible, even though — in general — finding an optimal
variable transformation can be of comparable difficulty to solving the origi-
nal problem analytically. Then, we focused on symplectic methods used for
simulating Hamiltonian systems, where an existing class of approaches, called
processing methods, utilize canonical transformations close to the identity to
achieve a higher rate of convergence.

After introducing the necessary framework, we extended the scope of the
investigated transformations to include all canonical transformations that are
induced by transformations defined for the generalised coordinates. For this
class of coordinate transformations, we have shown that the distorted Hamil-
tonians corresponding to symplectic methods formulated in the original and
the transformed variables are, in general, different — even though the origi-
nal Hamiltonian is invariant to canonical transformations by definition. As
detailed in Section 4, we have shown this rigorously for the symplectic Euler
method, while the arguments presented can be generalized to all symplec-
tic methods, as the higher-order terms in their distorted Hamiltonians are
functions of elementary Hamiltonians composed of further derivatives of the
non-invariant terms discussed here.

Consequently, the accuracy of a symplectic method typically depends on
the choice of the coordinate system. We have shown this feature based on
numerical simulations of the elastic pendulum, which also served as an example
of stability being dependent on the coordinate system used. The effects of the
choice of coordinates on stability also warrant further investigations in the
future.

We have also investigated the possibility of exploiting the discrepancy in
the distorted Hamiltonians to achieve a higher order of accuracy with the
symplectic Euler method by choosing an optimal coordinate system, in Sec-
tion 4.2. Besides the trivial approach of using action-angle variables, we have
also identified another approach, where the first-order term of the distorted
Hamiltonian is eliminated along the motion. We show the viability of this
approach in Appendix B. In the future, we would like to extend this approach
and develop a systematic method for finding optimal coordinates to increase
the order of accuracy of an applied numerical method.

We would like to take the opportunity to reflect briefly here on the choice
of the total energy of the system along the motion over time as the measure
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of performance in Section 4. Many other aspects could be chosen to compare
the behaviour of a symplectic numerical method in two different coordinate
systems: e.g., we think that comparing the distorted vector fields directly
would be a fruitful approach. However, such a comparison would need an
appropriate, natural metric defined on vector spaces of symplectic manifolds:
the general existence of such a metric is still an open problem in symplec-
tic geometry to the best of our knowledge. While there exists a relatively
developed choice, Hofer’s metric [65, Sec. 12.3], it unfortunately can only be
applied to compactly supported Hamiltonian maps, a condition that is not
fulfilled by most physical systems — with the exception of symplectic one-turn
maps arising in the aperture calculation of particle accelerators [16].

Besides the discrepancies in the distorted Hamiltonian itself, we have also
investigated the preservation of first integrals in the symplectic Euler method
in different coordinate systems, in Section 5. We have derived a necessary con-
dition (60) for the exact preservation of a first integral corresponding to a cyclic
coordinate, which depends both on the coordinate transformation considered
and the Hamiltonian of the system involved. Naturally, this gives a sufficient
condition for the non-preservation of said first integral. We have demonstrated
the non-preservation condition through the example of the motion of a free
point mass simulated in polar and Cartesian coordinates. This also served
as an example of a case where the fulfilment of the aforementioned condition
is determined solely by the coordinate transformation, independently of the
Hamiltonian.

As first integrals usually correspond to physical quantities that are impor-
tant with respect to the practical goals of the simulation itself, we think it
would be worthwhile to derive similar conditions for other symplectic numer-
ical methods. Additionally, a sufficient and necessary condition for the exact
preservation of a first integral corresponding to a cyclic coordinate may also
be derived.

In this article, we focused on canonical transformations that are defined by
a transformation of the generalised coordinates, as their choice can often be
arbitrary or ad hoc, and a common attitude is to choose them based on the
convenience of formulating the model, since they are often not presumed to
affect the accuracy of the resulting simulation. As we have shown, however,
the choice of coordinates can influence significantly both the overall accuracy
of the results and the preservation of first integrals.

Additionally, as an extension of our present work, the effect of general canon-
ical transformations on the accuracy of symplectic methods could also be stud-
ied, as they allow for even richer possibilities for finding an optimal coordinate
System.
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APPENDIX A. THE PLANAR ELASTIC PENDULUM

Here, for reference, we give the expressions for the mechanical model of the
planar elastic pendulum.

Fig. 7 illustrates the mechanical model of the planar elastic pendulum with
point mass m stiffness k and relaxed length [, subject to gravitational accel-
eration g. Two coordinate systems are chosen for describing the motion, a
Cartesian coordinate system with coordinates (x,y), and a polar coordinate
system with coordinates (r,8).

Fig. 7. Illustration of the mechanical model of the planar elastic pendulum.

In polar coordinates, the Lagrangian L of the planar elastic pendulum can
be expressed as

L(r,0,7,0) = T(r,7,0) — U(r,0)
(70) = %m (7’" + r2<,b2> — %k: (r — 1)* 4+ mgr cos(6),
which allows for the expression of the generalized momenta as
(71) Dr = %—{j = mr, Py = % = mr20.
Consequently, the Hamiltonian in polar coordinates can be expressed as

H(r,0,pr,pp) = T(r,7,0) + U(r,0)
(72) =5 (p% + fé) + 3k (r— 1) — mgr cos(0).

Following similar steps, the canonical momenta in a Cartesian coordinate sys-
tem can be expressed as p, = mi and p, = my, with Hamiltonian

2
(73)  H(x.y.pe.py) = o (02 +92) + 3 (\/x2+y2—l> ~ mgy.
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Note that the Rowlands method can only be applied for the equations (73)
formulated in the Cartesian coordinate system, due to the condition (25).

APPENDIX B. ORDER COMPENSATION OF THE SYMPLECTIC EULER METHOD
FOR THE HARMONIC OSCILLATOR USING AN OPTIMAL
COORDINATE TRANSFORMATION

Here, we give an example of applying the basic idea of order compensation
from Section 4.2 on the harmonic oscillator, simulated using the symplectic
Euler method.

In a dimensionless form, the Hamiltonian of the harmonic oscillator can be
expressed naturally as

(74) H(q,p) = 30" + 54°,
yielding the canonical equations of motion

(75) p = —q,

(76) q=p

Without loss of generality, we can choose the initial condition ¢(0) = 1, p(0) =
0, as we know the solution is periodic, and the amplitude has been used for
deriving the dimensionless form (74).

We are looking to eliminate first-order errors along the motion, using an
appropriately chosen coordinate transformation. Following the previously used
notation, let us denote the Hamiltonian of the transformed system as H, and

its discretized counterpart as H. The condition for the elimination is
(77) H-H= o(n?)

which, based on (45), can be simplified to

(78) H;H; = 0.

Using (49) and (74), in the original coordinate system this condition becomes

a —1 82
(79) p <p2 (;j) aq‘f + q) =0.

A sufficient condition for this expression to hold is for the expression inside
the parentheses to vanish. Using (74) and the initial condition, the above
condition along the solution is fulfilled by solutions of the differential equation

(80) (1 -~ q2) (%Cq“))_l %2;2 +q¢=0.

For —1 < ¢ < +1, with an appropriate selection of the integration constants,
this has a solution

(81) Qla)=2 (qx/ 1—¢*+ arcsin@))
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as an optimal coordinate transformation. However, the numerical solution will
take values outside this interval, thus, this coordinate transformation can not
be used as it is. Instead, we can take a modification that is O(hQ)-close, e.g.,

(82) Qq) = % <qu/ 1—4¢%+ arcsin(cj)) , where ¢ = H%’

with £ > 0 being a parameter that should be chosen such that it guarantees
|g] <1 for the numerical solution. It can be shown that the difference between
(81) and (82) is indeed O(h?), and k = 2 is an appropriate choice.

Fig. 8 compares the performance of the symplectic Euler method with and
without applying (82), showing that the former is indeed closer to the exact
solution. Fig. 9 demonstrates that performing the simulation in the coordinate
system defined by (82) indeed eliminates the first-order error from the total
energy of the numerical solution, leading to a second-order convergence.

1.0 4
exact

sE, original

sE, transformed

—0.5 1

—ll.[) —(I],5 ()AIO 0.‘5 1,‘0
q
Fig. 8. Trajectory of symplectic Euler simulation of the harmonic oscillator, with and
without using the compensating coordinate transformation (parameters: h = 0.3,
k = 2, number of steps: 1000).

—8— sE, original
sE, transformed

1

1073 1072 107!
h

Fig. 9. Convergence of error in the Hamiltonian for symplectic Euler simulations of the
harmonic oscillator with and without the compensating coordinate transformation.
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